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Plant genomics/informatics is a rapidly 
advancing field 

•  Increasing numbers of species have sequenced reference 
genomes 

•  Even large genomes from species such as wheat – a 
hexaploid with roughly ~5x the DNA content of human – are 
currently being deciphered 

•  Large scale resequencing, genotyping and phenotyping 
underway in most major crops 

•  Possibility for direct application of knowledge in crop 
improvement 

•  Pest, pathogen, pollinator and symbiont genomes also 
being sequenced from across the taxonomic space 
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But plant genomics/informatics is traditionally 
underfunded 



h"p://www.transplantdb.eu	
  



transPLANT	
  

•  A	
  4	
  year	
  EU	
  FP7-­‐funded	
  project	
  (DG	
  
CONNECT)	
  coordinated	
  by	
  EMBL-­‐EBI	
  

•  An	
  I3	
  (e-­‐infrastructure)	
  project	
  with	
  
elements	
  of	
  coordinaKon,	
  service	
  and	
  RTD	
  

•  DuraKon	
  4	
  years	
  	
  
•  (September	
  2011-­‐August	
  2015)	
  
•  What	
  do	
  we	
  do	
  next?	
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What is a scientific data infrastructure? 

•  Hardware, software, “peopleware” 

•  Data repositories 

•  Algorithms 

•  Standards for interoperability 

•  Syntactic – data formats, APIs, controlled vocabularies 

•  Semantic – minimum information, quality metrics, annotation 
practice etc. 
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Is there still a place for hardware in “scientific 
infrastructure”? 

•  Compute is a commercially available commodity 

•  No-one expects us to build our laboratories ourselves 

•  Economics of commercial compute are not yet completely 
competitive if use is sufficiently intensive 

•  Distributed models maybe less suited to operations 
constrained bandwidth not CPU cycles 

•  A “science grid” may still make sense as part of an 
infrastructure 

•  Is biology a sufficiently broad domain to need its own solution? 
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Is a place for plant biology as a specific 
domain within an infrastructure program for 

the life sciences? 

•  Many data structures, algorithms, and viewers common to 
all domains of life 

•  Arguably two models: 

•  Generic, pre-competitive: fits all life 

•  Specialised, adapted to commercial use cases: if viable, can 
support itself from market funds 

•  So what’s left? 
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But complex data doesn’t self organise 

•  Slow progress of semantic web cf. rapid progress of non-
semantic web 

•  Tools/databases have some generic potential, but do need 
to be adapted to specific use cases 

•  With large numbers of data generators, making high-quality 
data available to users requires quality control 

•  Increasingly, reference data “is” the infrastructure 

•  Illustration – think “Wikipedia” vs. “MediaWiki” vs. wherever the 
Wikipedia data center is…. 
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This meeting 

•  Informational – what are we all doing, what do we expect to 
be doing, what would we like to be doing? 

•  How can we collaborate more closely 

•  Strategic: what do we mean by infrastructure, and how we 
create the infrastructure we need? 

•  Financial: what funding streams will be available to allow us 
to build the infrastructure we need? 
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This meeting 

•  What do the nodes plan to do in the field of plant 
genomics? (and what resources do they have to do this 
with) 

•  What do the transPLANT partners (many of whom are also 
involved in infrastructure provision, and some of whom will 
be directly involved in Elixir nodes), plan to do? 

•  Where will our activities be synergistic, and what can we do 
to make the benefits of these synergies available to the 
broadest possible user community? 
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This meeting 

•  Where do we expect the needs of plant researchers to be 
met by generic infrastructure, and where do we need plant-
specific implementations 

•  What are other related infrastructures doing? 

•  Are there unplugged gaps in infrastructure provision? 

•  Are there activities that would benefit from being pursued 
collaboratively, and if so, how? 

•  Are the funding opportunities (I3 or VRE) that we should 
pursue? transPLANT2 + certain Elixir nodes? 
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What are the goals of transPLANT? 

•  A common set of reference data to be shared between different 
researchers and service provides 

•  Construction of missing data archives 

•  Provision of tools to manipulate and mine plant genomic data 

•  Provision of an integrating point of interactive access to diverse data 
sets 

•  Provision of a compute environment for programmatic access to plant 
genomic data 

•  Developing common standards for use within transPLANT and a wider 
community 

•  Training potential users 

•  Engaging with other related communities to share experiences, tools 
and roadmaps 
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Overall structure 

•  An I3 project funded by DG Connect under the framework 
7 program 

•  12 work packages, 4 types of activities 

•  WP1   Management 

•  WP2-4    Coordination activities 

•  WP5-6    Service activities 

•  WP7-12  RTD activities 
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Coordination and Support Activities 

•  WP2  Interaction with relevant communities 

•  WP3  Standards development 

•  WP4  User training 
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Service Activities 

•  WP5  Services for computational access 

•  WP6  transPLANT portal: a single point of access to 
distributed data 
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RTD Activities 

•  Develop the core data infrastructure components to which 
access will be provided in WPs 5 and 6 

•  Reference genomic sequence (WP7) 

•  A repository for variation data (WP9) 

•  An associated toolset (WP8, 10, 11, 12) 
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RTD Activities 

•  WP7  - A reference repository for genomes 

•  WP8  - An architecture for plant genomic complexity 

•  WP9  - An archive for plant variation data 

•  WP10  - Linking genomes to phenotype 

•  WP11  - Information retrieval systems 

•  WP12  - Algorithm/tool evaluation, extenson and 
development 
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From Genome to Variome 

•  A set of reference genomic data lies at the heart of the 
transPLANT (WP7) 

•  But developing a variation archive for plant data (WP9) is 
the critical new component of the infrastructure 

•  dbSNP, run by NCBI, is not well-attuned to the needs of 
the plant community 

•  Possible routes forward: 

•  Brokered submission to dbSNP/intermediate data management 

•  Collaboration with NCBI 

•  Independent plant-focused resource 
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transPLANT activities  

•  Training, standards development and broader strategic 
planning 

•  Integrated search (model development and integration) 

•  Data coordination and exchange 

•  Variation archiving and tool development 

•  Collaborative work around representation of and 
computation with large genomic data sets 







Current search implementation 

Partner data extracted and indexed using a 
simple schema 
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Truly distributed search 
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vcf submission system 

-user registers on website 

-send email with FTP instructions 

-user uploads vcf to ENA FTP 

-validate and parse for required metadata 

-send email to web form 

-user provides missing metadata  

(sequence, samples, study) 

-generate XML 

-submit to ENA 

-return accessions or errors 

ENA 
archive 

VCF 

submit 





merge and accession 
 
 merge variants based on position 

stable variant accessions 

project variants when reference assembly updates 
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merge in detail 

RNA example 

 

- load existing 15.3 million variants from db 

  into bloom filter 5 min 

- merge 67k variants 3 min 

- assign accessions to 15k novel variant positions same 3 min 

 

 



merge result 

#CHROM POS  ID           REF ALT ...  FORMAT   barke      bowman  ... 

contig_2  152  vcZ00001  A  G   ...   GT:GQ:PL  .:.:.   .:.:.    

contig_4  251  vcZ00002  A  C   ...   GT:GQ:PL  1/1:99:255,60,0 1/1:99:255,141,0 

contig_4  268  vcZ00003  C  T   ...   GT:GQ:PL  .:.:.   .:.:.    

contig_4  297  vcZ00004  G  A   ...   GT:GQ:PL  .:.:.   .:.:.    

contig_4  478  vcZ00005  G  A   ...   GT:GQ:PL  1/1:99:255,51,0 1/1:99:255,129,0    

contig_4  581  vcZ00006  C  A   ...   GT:GQ:PL  1/1:99:255,63,0 1/1:99:255,138,0    

contig_4  808  vcZ00007  G  A   ...   GT:GQ:PL  .:.:.   1/1:69:212,36,0 

 

 



projecting variants 
 
 ATAC - Assembly To Assembly Comparison 

 

mapping between two genome assemblies 

 

generates genome-wide list of assembly-to-assembly  
blocks that are at least 95% identical  

 

 

 

 

 

Document 
DB 

ATAC 

aligned 
blocks 



atac assembly mapper 

variation archive can lift-over/project variants from one 
assembly version to the next 

make mappings available via the Ensembl website 

 

●  find all Ensembl Plants databases with distinct assembly 
versions 

●  run ATAC on their DNA sequences 

●  load assembly-to-assembly matches into the Ensembl 
schema 

 

 



assembly projection via whole genome 
alignment 
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query tool 
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A Virtual European Plant Database 

•  No single resource is adequately funded to run a “European 
Plant Database” 

•  Expertise in different crops, experimental approaches and 
analysis techniques are distributed throughout many 
countries 

•  Different interfaces serve difference purposes 
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A Virtual European Plant Database 

•  This can be an advantage to users if: 

•  Valuable data is persistently stored and remains accessible 

•  Users can find the data they want 

•  Users can combine data that resides in different places 

•  Requires the use of common identifiers and descriptors for 
sequence, phenotype, cultivars, etc. 

•  Users can compute against the data 

•  Software and hardware components to this 



pkersey@ebi.ac.uk                  02/07/2014 43 

5 challenges of the post-genomic era 

•  Data storage 

•  Data compute 

•  Data interpretation 

•  Data integration 

•  Genotype to phenotype 
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1:1 orthology calls over 19 cereals including the three sub-genomes of bread wheat 
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Example – accessing data in Ensembl 

•  Perl API 
my $genes = $first_clone->get_all_Genes();!

while ( my $gene = shift @{$genes} ) {!

! print $gene->stable_id(), "\n";!

}!

•  REST-ful API 
•  http://beta.rest.ensemblgenomes.org/lookup/id/AT3G52430?

content-type=application/json;expand=1!

•  {"source":"ensembl","object_type":"Gene","logic_name":"tair"
,"species":"arabidopsis_thaliana","description":"alpha/
beta-Hydrolases superfamily protein 
[Source:TAIR_LOCUS;Acc:AT3G52430]","display_name":"PAD4","b
iotype":"protein_coding","end”: …. 
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Cost of Sequencing a Human Genome 2001-2013  
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What do the next five years hold for plant 
genomics? 

•  Every important model and crop genome sequenced 

•  Improving reference assemblies for difficult crops, but unlikely 
to have complete molecular assemblies 

•  Longer read technology likely to be helping 

•  Structural diversity likely to continue to be poorly organised 

•  Extensive genotyping of gene bank accessions 

•  Extensive sequencing of crop wild relatives 

(but of course, it’s always possible to 
believe) 
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What can we expect in plant phenomics? 

•  Increasingly automated phenotyping 

•  Both in phenotyping centres and in the field 

•  Both imaging and molecular characterisation 

•  Large scale “conventional” characterisation of economically 
relevant traits in multiple lines in genome-wide associated 
studies 
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What can we expect in plant phenomics? 
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•  Both in phenotyping centres and in the field 

•  Both imaging and molecular characterisation 

•  Large scale “conventional” characterisation of economically 
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GxPxEek! 

•  Genome: one genome per species, per population, per 
individual 

•  Phenotype: one phenotype per individual per experimental 
condition 

•  Field trials: one trait per crop per temporal/spatial location 

•  May be measured in increasing resolution 

•  Deployment of monitoring technology directly in agricultural 
context 
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The EBI mission 

•  EMBL-EBI provides freely available data from life science 
experiments, performs basic research in computational 
biology and offers an extensive user training programme, 
supporting researchers in academia and industry. 
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EBI mission 

•  Primarily focused on molecular data 

•  Archive and interpretative services 

•  We aim to capture 

•  All “reference data” 

•  All molecular data from scientific experiments 

•  Supporting/comprising “the literature” 

•  Medical informatics is out of scope, but medical research is 
very much in scope 

•  Use of common technologies/open APIs to enable use of 
reference data in the widest range of contexts 



Growing data 
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The next 5-10 years 

•  Expected move from petabytes  (1015) of storage to 
exabytes  (1018)  of storage 

•  As biology becomes more data intensive, we can anticipate 
some increase in storage budgets 

•  Sequencing technology, CPU is progressing more rapidly than 
storage technology 

•  Small chance of exponentially increasing budgets 
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If sequencing is so cheap, do we need to 
archive? 
•  If we don’t keep (and distribute) (some record of) the data, 

then the data wasn’t worth producing, either 

•  EBI mission 

•  Scientific accountability 

•  Open raw data to multiple interpretations 

•  Additive value of multiple experiments (population, 
comparative studies) 

•  Data may be cheaper to reproduce than to store 

•  Not yet 

•  Storing data is inherently cheaper than storing samples 

•  Some samples (e.g. cancer patient data) may not be 
recoverable 

 

 

 

 



Some comments 

•  Sequence read archive already compresses raw image 
data 200-500 fold 
•  Most data never even leaves the machine 

•  Same will apply to images for phenotypes 

•  Storing data is easier than storing samples (e.g. cancer 
tissues, etc.) 

•  Electronic records are easier to distribute than samples 

•  Archiving old data is effectively “free” (in terms of disk 
capacity) 

transPLANT-Elixir Coordination Meeting 1st-2nd July 
2014 
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Reference-based compression 

•  Assemble and map if no reference exists 
•  0.02-0.66 bits/base pair (bzip: 1 bit/base pair) 

•  Controlled loss of precision: score quality scores at 
variant locations and elsewhere according to a user-set 
“quality budget” 

•  Increase in performance as read length/knowledge of 
sequence space improves 

•  Makes continued universal archiving at fixed disc cost 
possible 

•  Main cost is staff, not disc 

transPLANT-Elixir Coordination Meeting 1st-2nd July 
2014 

02/07/2014 64 
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Distributed or centralised storage 

•  Distributed data still needs storing 

•  Communication costs, potentially insufficient concentration of 
expertise to get economies of scale 

•  Where data cannot be centralised, common technology 
frameworks keep this transparent from users 

 

 

 

 



pkersey@ebi.ac.uk          Plant and Pathogen Bioinformatics 8th July 02/07/2014 6
6 

A bleak prediction 



Compression options 
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Lossy models for per-base 
quality compression 
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SAC report – criticisms 

•  No progress for bacteria 

•  High production load puts constraints on time available for 
new tool development 



SAC report – criticisms 

•  No progress for bacteria 

•  High production load puts constraints on time available for 
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Different kinds of ontologies - Canonical 

•  Ontologies that represent knowledge space 
•  Clear scope e.g. ‘Normal processes’  

•  And purpose – annotation of gene products 

•  Applied for more e.g. Enrichment analysis and text mining 

•  (Mostly) orthogonal – there is only one Cell Type Ontology 

•  Foundational or Canonical Ontology 

 

Cell types Anatomy GO Process 

OBO Foundry 

cross-products 



Building the Experimental Factor Ontology 
•  Position of EFO in the ‘bigger picture’ 
•  Key is orthogonal coverage, reuse of existing resources and shared 

frameworks 
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Capturing complex relations – Cell Lines 

transPLANT-Elixir Coordination Meeting 1st-2nd July 2014 
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Annotation of traits in “man-machine readable” 
form is expensive 

•  Old style “manual” curation 

•  The vocabularies themselves still need development as 
well as use 

•  Important activities but not scalable  

•  Much valuable “legacy” data in non-standard 
representations 

 

 

 

 



The future 

•  More data 

•  More dimensions (more data types) 

•  More intersection (GxPxE) 

•  More distribution 

•  Smart queries 
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The future 

•  Universal identifiers for all populations/individuals/
samples of biological material 

•  High-quality, well-annotated reference genomes  

•  Reference catalogues of genomic variation 

•  Solved problem for representation of structural variation 

•  Distributed archives of phenotypic data using 
standard vocabularies for high-level summary data 
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The money 

•  Plant data will (probably) be sufficiently small to be 
captured within whatever universal archives exist at 
EBI without requiring dedicated budgets 

•  Interpretative services will require additional budget 
to support them, which will only be secured through 
demonstration of demand and expected impact 

•  Elixir should bring additional national funding in a 
coordinated way across Europe  
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The money 
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•  Interpretative services will require additional budget 
to support them, which will only be secured through 
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Breakout session 1: possible questions 

•  What are the big questions that plant scientists are going to be asking in 
the next 10 years? 

•  What your the key national priorities? 

•  How is data going to be used in answering these questions? 

•  What are the different use cases of researchers, “-omics” centres, plant 
breeders, etc.? 

•  What data needs to be interoperable, and in what ways, and what data 
needs to be private? 

•  GxPxE – what does this mean to you? 

•  What questions would you like to be able to ask of phenotypic data? 

•  What is the interface between biological and other data (e.g. geospatial 
data) and how much should we be worrying about this? 

Plant and Pathogen Bioinformatics 8th July 2014  20.01.2014    pkersey@ebi.ac.uk 81 



Breakout session 2: possible questions 

•  What technologies will be needed to address the scientific drivers 
(databases, compute infrastructure, standards, etc.)? 

•  What problems are solved/funded?   

•  Where can plant science ride on solutions being developed elsewhere? 

•  Are there areas where where you see a major unfunded gap in 
infrastructure? 

•  If you could fund 3 components of an infrastructure, what would they be? 

•  Who else in this meeting would you like to work with to solve problems/
unlock potentialities?  What would you do together? 
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EBI is a node, not the hub 

•  We are hosting the Elixir hub 

•  But the hub has its own independent governance 
mechanisms, finance, etc. 

•  We expect the hub to utilise our expertise and services for 
bringing the nodes together to provide an integrated 
infrastructure for Europe 

•  But EBI can’t tell the other nodes what to do, and has no say 
in terms of which activities get funded 
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How will Elixir be funded? 

•  Individual nodes to be funded by national governments 

•  Hub to be funded from from a special EU infrastructure call 

•  Elixir identified as one of 3 priority phase 1 ESFRI projects 
targeted for funding by the Commission 
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How will Elixir be funded? 

•  European Commission to identify I3s infrastructure projects 
as suitable for application by consortia with links to Elixir 

•  Calls will be open to all, but ability to demonstrate links to Elixir 
(and other ESFRI infrastructures) where appropriate will clearly 
benefit chances of funding 

•  I3 calls are a good chance for nodes to seek funds for 
collaboration, and even for infrastructures to seek funds for 
collaboration 

•  Non-nodes need to demonstrate appropriate links to nodes  
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Models for nodes 

•  National centres of excellence/points of contact between 
national and European infrastructure 

•  Domain-specific experts for all-Europe 

•  Actual institutes versus distributed networks 

 

 

 

 


